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Abstract- Butterflies can be classified by their external 
morphological characters. Carpological or molecular studies 
are required when identification with these characters is 
impossible. For butterflies and moths, analysis of genital 
characters is also important. However, genital characters that 
can be obtained using various chemical substances and 
methods are very expensive and carried out manually by 
preparing genital slides through some certain processes or 
molecular techniques. In this study, Law’s texture energy 
measure method was presented for identification of butterfly 
species as an alternative to conventional diagnostic methods 
and other image processing methods. Mean, standard deviation 
and entropy of filtered images were used as a texture feature 
set of the butterflies. The best suitable features were used for 
classification with kNN, SVM and ELM, which were also 
optimized for butterfly dataset, with 99.26%, 98.16% and 
99.47%, respectively. These findings suggest that the ELM 
algorithm and Law’s texture energy technique are feasible and 
excellent for the identification and classification of butterfly 
species. 
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1. Introduction 
Butterflies are a member of the Lepidoptera order 

in insects family that represented by 1.5 million species 

in the animal kingdom. There are 170.000 butterfly 
species and they can be distinguishable from each other 
by wing shapes, textures and colours which vary over a 
wide range. Kayci reported that very similar species can 
be identified by examining the external structural 
features of the genital organs, particularly of the male 
[1]. Additionally, Paul and Ryan presented that also the 
identification of species can be done by molecular level 
studies [2]. Furthermore, Kaya et al. demonstrated that 
the butterfly species can be classified by using image 
processing techniques by a machine learning method 
with high accuracy [3]. In their study, the energy spatial 
Gabor filtered (GF) (different orientations and 
frequencies) images were used for representing images 
and classification was carried out by various 
classification methods. The highest obtained accuracy is 
97% by ELM. In other studies, they obtained 96.3% and 
92.85% classification accuracy, while employing grey-
level co-occurrence matrix (GLCM) with multinomial 
logistic regression (MLR) [4], and GLCM with ANN [5] 
methods, respectively. Additionally we employed GLCM 
and local binary pattern (LBP) with ELM with 98.25%, 
96.45% accuracy, respectively [6].  

Although the obtained accuracies are high and the 
proposed methods can be acceptable because of low 
work and time requirements, Chaudhuri and Sarkar 
reported that the choice of proper texture analysis 
method is heightens the discriminative power [7] which 
is X is a major problem in image processing. Therefore 
the aim of this study is to investigate more proper 
texture analysis method for butterfly identification. The 
texture methods were reviewed in [8, 9]. Basically the 
popular ones are grey-level co-occurrence matrix 
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(GLCM) [10], local binary patterns (LBP) [11], texture 
energy measure (TEM) [11, 12, 13], and each of them 
has a different characteristic and more effective for 
some types of problems, such as in GLCM, the statistical 
features are changed depending on selected angle and 
distance parameters. Especially, TEM has high ability to 
detect micro-patterns in image and it have been used 
for detecting edges, levels, waves, spots and ripples at 
chosen vector length neighbouring pixels in both 
horizontal and vertical direction since the butterfly 
species distinguish from each other by their 
morphological properties. TEM is based on filtering an 
image with predefined special masks and later their 
statistical features such as mean, standard deviation 
and entropy are used in place of images. TEM may have 
better performance than other alternative approaches. 
Because it provides several masked images from the 
original image that detects levels, edges, spots, waves 
and ripples in specified pixel neighbours and more 
useful features may be obtained from masked images 
[14], which is demonstrated by Pietikainen et al. [15, 
16]. A considerable amount of literature has been 
published on TEM depend on its easy structure and 
high power of extracting distinguishable features such 
as bone analysis [13] in which 5-VL TEM masks were 
employed to analyse bone micro-architecture, 
ultrasonic liver images [17] and atherosclerotic carotid 
plaques [18]. Therefore, this study is aimed to evaluate 
and validate the applicability of texture energy measure 
method (TEM), which is defined by Law [12], for 
butterfly identification. 

In this study, features were extracted by 
statistical variables from filtered butterfly images with 
3, 5 and 7 vector length TEM masks. The relevant 
features were selected for decreasing the computational 
cost.  The proposed method is formed in two stages; 
first, texture features are obtained from a butterfly 
image by different sized TEM filters and second, the 
classification process with machine learning methods 
such as a k nearest neighbour (kNN), support vector 
machines (SVM), and extreme learning machine (ELM) 
were performed using these features. In this study, we 
wished to demonstrate that the texture features of 
organisms are also decisive among the external 
morphological features used in identification. The rest 
of the paper was organized as follows. The material 
used in this study was explained in the next section. In 
Section 3, the process of Law’s texture energy measures 
method was explained. Additionally, the concept of 
kNN, SVM and ELM machine learning methods and the 

proposed model is briefly described. Results and 
discussions are provided in Section 4, while Section 5 
concludes the paper. 
 

2. Material 
Specimens of butterfly species were collected in 

the Lake Van basin between May 2005 and August 2010 
at altitudes of 1800 and 3200 m. [3-6], classified and 
imaged by the third author. The identification of 
butterflies were depending on the  morphological 
features of the extremities and organs on the head and 
thorax, textures and colours on the upper and lower 
sides of the wings as the methods explained by 
Carbonell [19], Skala [20], Hesselbarth et al. [21] and 
Tolman (1997) [22]. The image dataset was consisted of 
10 images, for each of the 19 species and a sample of 
the dataset is shown in Figure 1. 

 

 
Figure 1. The selected samples from nineteen butterflies’ 

species. 
 

3. Method 
A variety of methods are used to assess butterfly 

textures. Each has its advantages and drawbacks, such 
as the energy spatial Gabor filtered [3], grey-level co-
occurrence matrix [4], and local binary pattern [6]. Kaya 
et al. pointed out that the butterflies can be 
distinguished according to their textures [3-6], and TEM 
method is an effective method for detecting texture [15, 
16]. In this study, TEM was used for extracting features. 
The TEM approach has a number of attractive features 
for detecting special texture types from an image, which 
will be described. 
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3.1. Texture Energy Measure 

In TEM, firstly the image is filtered with 
predefined masks, which are formed with 1-D TEM 
vectors. These 1-D TEM vectors are defined for 
detecting levels, edges, ripples and spots in an image. 
There are 3 types of 1(one) dimension TEM vectors 
defined which have 3, 5 or 7 vector lengths (VL) [12, 13 
and 23]. The VL shows in which range or neighbouring 
size the filters will detect. The 1-D TEM vectors are 
shown in Table 1. 

 
Table 1. TEM Vectors. 

 3 – VL 5 – VL 7 – VL 

Level L3=[1 2 1] L5 = [1 4 6 4 1] L7=[1 6 15 20 15 6 
1] 

Edge E3=[-1 0 1] E5 = [-1 -2 0 3 1] E7=[-1 -4 -5 0 5 4 
1] 

Spot S3=[-1 2 -1] S5 = [-1 0 2 0 -1] S7=[-1 -2 1 4 1 -2 -
1] 

Wave  W5 = [-1 2 0 -2 1]  

Ripple  R5 = [1 -4 6 -4 1]  

 
where [1]; 

 Level:  average grey level,  
 Edge: extract edge features, 
 Spot: extract spots,  
 Wave: extract wave features, 
 Ripple: extract ripples. 

 
Each 1D TEM vector has its own structure and the 

characteristics of them is special to determine the same 
type of texture in the image. These 1-D TEM vectors 
determined and named as shown in Table 2. 

For 3 and 7 VL only 9 TEM masks and for 5 VL, 25 
TEM filters was defined and each filter has its own 
special property as seen in Table 2. The statistical 
features, such as; mean, standard deviation, entropy, 
skewness and kurtosis of filtered images are used for 
describing the images [13], since Tamura et al. reported 
that human texture perception is sensitive to first and 
second-order statistics and does  not  respond  to higher 
than  second-order [24]. Also, if the directionality of 
images isn’t important, then the mean of the horizontal 
and vertical vectors of the same filters can be used, for 
feature reduction; [23], such as 

 
S7L7TR=(S7L7+L7S7)/2      (1) 
 
 

 
 

Table 2. TEM Filter Examples. 

Mask Calculation Description 

E3S3 E3T*S3 

Edge detection in horizontal 
direction and spot detection 
in vertical direction  of 3 
neighbouring pixels in both 
horizontal and vertical 
direction 

W5W5 W5
T *W5 

Wave detection in both 
horizontal and vertical 
direction of 5 neighbouring 
pixels in both horizontal 
and vertical direction 

L5R5 L5
T *R5 

Ripple detection in 
horizontal and grey level 
intensity in vertical 
direction of 5 neighbouring 
pixels in both horizontal 
and vertical direction 

L7S7 L7
T*S7 

Spot detection in horizontal 
direction and grey level 
intensity in vertical 
direction  of 7 neighbouring 
pixels in both horizontal 
and vertical direction 

 
3.2. Machine Learning Methods 

k Nearest Neighbours (kNN) method is a 
popular and there are many versions of kNN methods 
such as nearest neighbour, weighted nearest neighbour 
and k nearest neighbour mean classifier.  This method 
depends on a simple idea, which is an unclassified data 
has the same class with its nearest neighbours. The kNN 
is optimized by determining the best suitable number of 
neighbours (k) and distance calculation method for 
computing the distance between the query and train 
data such as Euclidian, Manhattan and Supreme [25].   

Support Vector Machine (SVM) algorithm tries 
to find one or multiple hyper-planes that separate point 
sets binding two or more conditions or events. An 
infinite-dimensional hyper-plane is differentiating a 
data set as one of the states on the one side of the plane 
and other states on the other side of the plane. The most 
appropriate plane is the one farthest from any 
neighbour points belong to a class.  In general, since a 
finite-dimensional data set cannot be decomposed 
linearly, the decomposition is achieved by transferring 
the data to a larger dimensional space. The most 
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suitable hyper-plane, according to the support vector is 
the one which provides the widest separation between 
two classes. If there is such a hyper-plane it is the 
maximum-margin hyper-plane and this is called a 
maximal margin SVM classifier. For a linear separable 
condition SVM the decision function is expressed as 
follows [26], 

 
𝑓(𝑥) = 𝑠𝑖𝑔[∑ 𝑦𝑖𝛼𝑖(𝑥𝑖𝑥) − 𝑏]𝑛

𝑖=1      (2) 

 
where 𝛼 = (𝛼𝑖 , … , 𝛼𝑛) are Lagrange factors 

obtained by the solution of the following convex 
quadratic programming (QP) problem [27]. 
 

𝑀𝑎𝑥 𝐿(𝑎) = ∑ 𝛼𝑖 −
1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖

𝑇𝑥𝑗

𝑖,𝑗

𝑛

𝑖=1

= 
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𝟏

𝟐
∑ 𝜶𝒊𝜶𝒋𝒚𝒊𝒚𝒋

𝒊,𝒋

𝒌(𝒙𝒊𝒙𝒋)

𝒏

𝒊=𝟏

 

 
 
(3) 

where; ∑ 𝛼𝑖𝑦𝑖
𝑛
𝑖=1 , 𝛼𝑖 ≥ 0, 𝑖 = 1, … , 𝑛. In classification problems which cannot be separated linearly, using smoothed margins for a minimum classification error in 1995, Cortes and Vapnik modified the detection of the maximum margin [28]. The modified decision function and the quadratic form of the dual problem are as follows 

[29], 
 
𝑓(𝑥) = 𝑠𝑖𝑔𝑛[∑ 𝑦𝑖𝛼𝑖𝑘(𝑥𝑖𝑥) − 𝑏]𝑛

𝑖=1    (4) 
 

𝑀𝑎𝑥 𝐿𝐷 = ∑ 𝛼𝑖 −
1

2
∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝑥𝑖𝑥𝑗𝑖,𝑗

𝑛
𝑖=1   (5) 

 
where; ∑ 𝛼𝑖𝑦𝑖

𝑛
𝑖=1 = 0, 0 ≤ 𝛼𝑖 ≤ 𝐶, 𝑖 = 1, … , 𝑛 and 

the kernel is expressed as 𝑘(𝑥𝑖 , 𝑥𝑗). After transferring 
the data to high-dimensional space with a kernel 
function, then it can be separated with maximum 
margin linear classification method [30]. The commonly 
used kernels are linear, radial-based polynomial, and 
sigmoid kernel functions. 

Extreme Learning Machine (ELM) is a training 
method for single hidden layer feed forward artificial 
neural networks (SLFN). The SLFN structure is 
illustrated in Figure 2. 

According to Figure 2, on determining that 
X(1⋯n) is input and Y(1⋯p) is output, the mathematical 
model with M hidden neurons can be defined as [31]. 

∑ 𝜷𝒊𝒈(𝑾𝒊𝑿𝒌 + 𝒃𝒊) = 𝑶𝒌
𝑴
𝒊=𝟏 , k=1,2,3,..N (6) (6) 

where W_(i1-in) and β_(i1-im) are the input and 
output weights; b_i is the threshold of the hidden 
neuron and O_k is the output of the network. g(.) 
denotes the activation function [32]. In a network of N 
training samples, the aim is with zero error 
∑_(k=1)^N▒〖(O_k-Y_k )=0〗 or with min error 

∑_(k=1)^N▒〖(O_k-Y_k )^2 〗. Therefore, equation 6 can 
be shown as below [33]. 

 

 
Figure 2.  The structure of a single hidden layer feed-forward 

artificial neural network. 
 

∑ 𝜷𝒊𝒈(𝑾𝒊𝑿𝒌 + 𝒃𝒊) = 𝒀𝒌

𝑴

𝒊=𝟏

 ,𝑘 = 1, 2, 3, ⋯ , 𝑁 (7) 

 Because in the equation above )( iki bXWg   
denotes output matrix in the hidden layer, equation 6 
can be placed as [33]; 

 
𝐻𝛽 = 𝑌         (8) 
 
where; 
 

𝐻(𝑊1−𝑀; 𝑏1−𝑀; 𝑋1−𝑁)= [
𝑔(𝑊1𝑋1 + 𝑏1) ⋯ 𝑔(𝑊𝑀𝑋𝑀 + 𝑏𝑀)

⋮ ⋱ ⋮
𝑔(𝑊1𝑋𝑁 + 𝑏1) ⋯ 𝑔(𝑊𝑀𝑋𝑁 + 𝑏𝑀)

] (9) 

 

𝛽 = [
𝛽1

𝑇

⋮
𝛽𝑀

𝑇
]

𝑀𝑥𝑚

 and 𝑌 = [
𝑌1

𝑇

⋮
𝑌𝑀

𝑇
]

𝑀𝑥𝑚

   (10) 

 
H denotes the hidden layer output matrix [31]. 

Input weights in ELM 𝑊1−𝑀 and 𝑏1−𝑀 hidden layer 
biases have been randomly produced, and the hidden 
layer output matrix H is obtained analytically. The 
procedure of training an SLFN is to seek the least-
squares solution of the linear system 𝐻𝛽 = 𝑌 in ELM 
[34]: 

 

‖𝐻(𝑊1−𝑀; 𝑏1−𝑀)�̂� − 𝑌‖ =

𝑚𝑖𝑛𝛽‖𝐻(𝑊1−𝑀; 𝑏1−𝑀)𝛽 − 𝑌‖    (11) 

 
 Above, �̂� = 𝐻+𝑌 is the smallest norm least-

squares of 𝐻𝛽 = 𝑌 Furthermore, 𝐻+ indicates the 
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Moore-Penrose generalized inverse of H. The norm of �̂� 
is the smallest among all the least-squares solutions of 
[33-36].  
 
3.3. Proposed Method 

In this study, TEM and machine learning methods 
were used for butterfly species identification from 190 
butterfly images, which were belonging to 19 species. 
The study consisted of 5 stages as seen in Figure 3. 

 
 
 
 
 
 
 
 
 
 

Figure 3. The block diagram of a butterfly identification 
system. 

 
The process in Figure 3 can be summarized as 

follows briefly.  
Block 1: RGB butterfly images were converted to 

grey images and resize to 512x512 pixel image to 
decrease the computational cost. 

Block 2:  Getting statistical features, such as; the 
mean, standard deviation and entropy of filtered 
images. 

Block 3: Ranking features with “Info Gain 
Attribute Eval” method in Weka for getting the worth of 
a feature by measuring the information gain with 
respect to the class [28]. 

Block 4: Optimization of kNN, SVM and ELM 
methods through butterfly data set. 

Block 5: Classification of data set through kNN, 
SVM and ELM classification machine learning methods 
(decision stage).  

 

4. Results and Discussion 
 

4.1. Feature Extraction 
Firstly, to decrease the computational cost the 

images in the dataset were transformed from RGB to 
grey and a sample is shown in Figure 4. 

Secondly, the grey images are filtered by 
predefined TEM masks in each VL (3, 5 and 7). The 
filtered images (for the image in Figure 4-b), which are 
labelled by employed masks name, are shown in Figure 
5, 6 and 7 for vector length 3, 5 and 7, respectively. The 
mean, standard deviation (STD) and entropy of the 
filtered images were used to describe the butterfly 

images. 27 features are extracted for 3 and 7 VL and 75 
features for 5 VL extracted for each feature. 

 

Figure 4. The butterfly image: a) the original butterfly image, 
b) grey of butterfly image. 

 

 

Figure 5. 3-VL TEM Filtered Image. 
 

 

Figure 6. 5-VL TEM Filtered Image. 
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Figure 7. 7-VL TEM Filtered Image. 

 
4.2. Feature Selection 

The feature selection methods are used for 
determining the most relevant features in a dataset 
which may also consist of irrelevant, redundant or noisy 
features. Feature selection provides advantages like 
reduction of the computational cost, improvement of 
the data quality by means of filtering noisy features and 
enhancing the accuracy of machine learning method 
[37, 38]. In this study, the features were selected 
depend on “Info Gain Attribute Eval” method that 
evaluates the worth of an attribute by measuring the 
information gain with respect to the class, in Weka that 
is a collection of machine learning tools for data mining 
purposes including data pre-processing, feature 
selection, classification, clustering, association rules and 
visualization [39].  The most relevant three features 
extracted from 3, 5 and 7 VL TEM filtered images are 
shown in Table 3.  

 
Table 3. The Feature Ranks of Statistical Variables from 

Vector Length 3 TEM Filters. 

Vector 
Length 

Feature 
Order 

Mask 
Name 

Statistical 
Feature 

3 VL 

1 L3
T*E3 Std 

2 E3
T*S3 Std 

3 L3
T*S3 Std 

5 VL 

1 S5
T*R5 Mean 

2 L5
T*W5 Mean 

3 E5
T*L5 Entropy 

7 VL 

1 L7
T*L7 Mean 

2 L7
 T*S7 Std 

3 L7
 T*E7 Std 

 

Determining the best suitable number of features 
is done as follows. Firstly the features are sorted 
depending on their feature ranks and a new the dataset 
was generated with only the feature that has the highest 
rank and next the accuracy of using this dataset was 
calculated. The dataset was enlarged by adding the 
features one by one until it contained the whole dataset. 
Afterwards, the best dataset was determined by 
assessing the accuracy. The kNN method was used in 
this process. The obtained accuracies depend on the 
number of features are shown in Figure 8. 
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Figure 8. The Performance Depend on Feature Number. 
 

As it is clear from the Figure 8, the dataset was 
created by using the best 1st-50th feature obtained from 
5 VL depends on the accuracies obtained with datasets. 
The accuracies of using a larger dataset did not increase 
and therefore the dataset was consisted of the 50 
features that have the highest feature rank for 
decreasing computational cost without reducing 
accuracy. Further studies were done with this dataset.  

 
4.3. Optimization of Machine Learning Methods 

The kNN method was optimized by determining 
the best suitable number of nearest neighbours (k). The 
classification accuracies obtained by kNN while 
employed with different k numbers is shown in Figure 
9. 

The best suitable number of nearest neighbour is 
1 for this dataset as it is clear in Figure 9. The butterfly 
is in the same species of its nearest neighbour and the 
accuracy of butterfly identification by kNN is decreased 
when the number of nearest neighbour is increased. 
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Figure 9. Accuracies obtained by kNN depend on k. 
 

In this study, SVM optimization was done by 
choosing the best suitable kernel with kernel 
parameter. The accuracies obtained classification 
accuracies are sorted in Figure 10.  
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Figure 10. SVM Optimization. 

The best suitable kernel and parameter are; 
polynomial and 1, respectively as it can be observed 
from the Figure 10. The accuracy of using a polynomial 
kernel is stable.  

In ELM, number of neurons and the transfer 
function is determined by the accuracies obtained and 
they are illustrated in Figure 11.  

The highest accuracy is obtained while employing 
SLFN, which has 60 Neurons in the hidden layer with 
tangent sigmoid transfer function depending on Figure 
11. The accuracies of employing sigmoid, hard limit, 
triangular basis and tangent sigmoid transfer functions 
are nearly same while the SLFN has more than 50 
neurons in the hidden layer. 
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Figure 11. ELM Optimization. 

4.4. Results of Classification 
The obtained accuracies by classifying the 

selected features from the butterfly dataset with 
optimized kNN, SVM and ELM methods are sorted in 
table 4. 

 
Table 4. The Error Depend on TEM Filter Vector Length. 

Method Accuracy (%) STD 

kNN 99.26 5.93E-5 

SVM 98.16 6.98E-5 

ELM 99.47 3.86E-5 

 
The accuracy results obtained in this study are 

higher than the previous studies. It was 97%, 96.3%, 
92.85%, 98.25% and 96.45% by employing GF+ELM [3], 
GLCM+MLR [4], GLCM+ANN [5], GLCM+ELM [6] and 
LBP+ELM [6], classification accuracies respectively. The 
classification accuracy obtained from ELM is slightly 
higher than the results obtained from kNN and was 
higher than SVM, which was suited to the results in [3, 
6]. As a summary, the classification results were 
showing that the acceptable performance of TEM 
feature extracted butterfly identification method was 
not depended on machine learning methods. On the 
other hand, the performance of GLCM was depended on 
the employed machine learning method as seen the 
results of [4, 5, 6]. Therefore, the high performance can 
be seen as a result of using the TEM feature extraction 
method which suits the results of Pietikainen et al. [15, 
16] study that compared Laws, co-occurrence contrast, 
and edge per unit area operators on Brodatz and 
geological terrain types and TEM performed better than 
other operators. 

The authors strongly suggest that employing 
image processing methods are a better approach than 
using conventional diagnostic methods for 
identification. Since employing machine learning 
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methods requires less effort and attention than time 
consuming and attention-seeking conventional 
diagnostic methods [6]. Additionally, image processing 
methods are cheaper than them. A huge image 
databases can be used for identification of each animal 
or plant, which may help the human development of 
caring them or learning a new approach from them. On 
the other hand, all images must be shot with an 
acceptable resolution; as Rachidi et al. demonstrated 
there is a strong relationship between image resolution 
and Laws’ masks texture parameters, such as when the 
pixel size was increased, the information contained in 
the images may be lost [13]. Therefore the images in the 
database must be in meaningful resolution.  

 
5. Conclusion 

The aim of the study is to identify butterfly 
species from their images instead of very complex, time 
consuming and expensive classical methods. For this 
reason TEM method, a texture analysis method was 
used for feature extraction. The main advantage of 
using TEM is; the TEM filters can detect edges, levels, 
waves, spots and ripples at chosen vector length 
neighbouring pixels in both horizontal and vertical 
direction. Since each butterfly species has a different 
colour or shapes, the TEM feature extraction method 
shows high performance of classification such as 
99.26%, 98.16% and 99.47% by using kNN, SVM and 
ELM, respectively. Therefore, the results of this study 
were showed that the butterfly identification can be 
easily done by proposed machine vision method and the 
high performance of identification was not depending 
on the used machine learning algorithm, which was 
depend on used feature extraction method. These 
results show that the textures of butterflies may make 
an important contribution to the identification of 
butterfly species.   
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